
An Active Set SQP Algorithm for 
Nonlinear Programming with 
Inexact Subproblem Solutions

- F. E. Curtis - A. Wächter

Johns Hopkins, Lehigh, Northwestern

- D. P. Robinson

- T. C. Johnson

1

Wednesday, October 23, 13



7SPZI�
QMR J(\)

W�X� G(\) � �...

GOAL

2

Wednesday, October 23, 13



7SPZI�
QMR J(\)

W�X� G(\) � �...

GOAL

2

with inexact 
subproblem solutions

Wednesday, October 23, 13



3

4VSFPIQ �� 7YFTVSFPIQW

Wednesday, October 23, 13



3

4VSFPIQ �� 7YFTVSFPIQW

Wednesday, October 23, 13



Problem:

4

*(^) = �

Wednesday, October 23, 13



Problem: Subproblem:

5

*(^) = � *�(^)H = �*(^)

Wednesday, October 23, 13



Problem: Subproblem:

5

*(^) = � *�(^)H = �*(^)

Direct Methods:

Wednesday, October 23, 13



Problem: Subproblem:

5

*(^) = � *�(^)H = �*(^)

Direct Methods: �*(^) + *�(^)H� = �

Wednesday, October 23, 13



Problem: Subproblem:

5

*(^) = � *�(^)H = �*(^)

Direct Methods:

� < � < �
�*(^) + *(^)H� � ��*(^)�

�*(^) + *�(^)H� = �

Wednesday, October 23, 13



Problem: Subproblem:

5

*(^) = � *�(^)H = �*(^)

Direct Methods:

??:
� < � < �

�*(^) + *(^)H� � ��*(^)�

�*(^) + *�(^)H� = �

Wednesday, October 23, 13



Problem: Subproblem:

5

*(^) = � *�(^)H = �*(^)

Direct Methods:

??:
Dembo et al 82

� < � < �
�*(^) + *(^)H� � ��*(^)�

�*(^) + *�(^)H� = �

Wednesday, October 23, 13



Problem: Subproblem:

5

*(^) = � *�(^)H = �*(^)

Direct Methods:

(any):
Dembo et al 82

� < � < �
�*(^) + *(^)H� � ��*(^)�

�*(^) + *�(^)H� = �

Wednesday, October 23, 13



Inexact “trick” for 
Constrained 
Optimization

6

Wednesday, October 23, 13



Equality Constrained:

7

QMR J(\)

W�X� G(\) = �

Problem:

Wednesday, October 23, 13



Equality Constrained:

7

QMR J(\)

W�X� G(\) = �

�
; %8

% �

� �
H

�+

�
= �

�
K
G

�
Problem: Subproblem:

Wednesday, October 23, 13



Inequality Constrained
Interior Point:

8

QMR J(\)

W�X� G(\) = �

\ � �

Problem:

Wednesday, October 23, 13



Inequality Constrained
Interior Point:

8

Problem:
QMR J(\) �

�
ln \

W�X� G(\) = �

Wednesday, October 23, 13



Inequality Constrained
Interior Point:

8

�
; %8

% �

� �
H

�+

�
= �

�
K
G

�
Subproblem:Problem:

QMR J(\) �
�

ln \

W�X� G(\) = �

Wednesday, October 23, 13



Problem:

Inequality Constrained
SQP:

9

QMR J(\)

W�X� G(\) = �

\ � �

Wednesday, October 23, 13



Problem:

Inequality Constrained
SQP:

9

QMR J(\)

W�X� G(\) = �

\ � �

Subproblem:
QMR �/�H8;H + K8H

W�X� %H + G = �

\ + H � �

Wednesday, October 23, 13



Problem:

Inequality Constrained
SQP:

9

QMR J(\)

W�X� G(\) = �

\ � �

Subproblem:
QMR �/�H8;H + K8H

W�X� %H + G = �

\ + H � �

QMR �/�H8;H + K8H

�
�

ln(\ + H)

W�X� %H + G = �
Wednesday, October 23, 13



Problem:

Inequality Constrained
SQP:

9

QMR J(\)

W�X� G(\) = �

\ � �

Subproblem:
QMR �/�H8;H + K8H

W�X� %H + G = �

\ + H � �

�
; %8

% �

� �
H

�+

�
= �

�
K
G

�

Wednesday, October 23, 13



Problem:

Inequality Constrained
SQP:

9

QMR J(\)

W�X� G(\) = �

\ � �

Subproblem:
QMR �/�H8;H + K8H

W�X� %H + G = �

\ + H � �

Wednesday, October 23, 13



Problem:

Inequality Constrained
SQP:

9

QMR J(\)

W�X� G(\) = �

\ � �

Staying SQP critical for: 

Subproblem:
QMR �/�H8;H + K8H

W�X� %H + G = �

\ + H � �

Wednesday, October 23, 13



Problem:

Inequality Constrained
SQP:

9

QMR J(\)

W�X� G(\) = �

\ � �

Staying SQP critical for: 
•Mixed integer nonlinear programming

Subproblem:
QMR �/�H8;H + K8H

W�X� %H + G = �

\ + H � �

Wednesday, October 23, 13



Problem:

Inequality Constrained
SQP:

9

QMR J(\)

W�X� G(\) = �

\ � �

Staying SQP critical for: 
•Mixed integer nonlinear programming
•Nonlinear model predictive control

Subproblem:
QMR �/�H8;H + K8H

W�X� %H + G = �

\ + H � �

Wednesday, October 23, 13



Problem:

Inequality Constrained
SQP:

9

QMR J(\)

W�X� G(\) = �

\ � �

Staying SQP critical for: 
•Mixed integer nonlinear programming
•Nonlinear model predictive control
•...

Subproblem:
QMR �/�H8;H + K8H

W�X� %H + G = �

\ + H � �

Wednesday, October 23, 13



Inexact methods:

•Reduce residual in subproblem
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•Exploit problem structure
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OH) + �[GO]+�� � �[GO + .8OH]

+��

� = � � = �

�P(HO, µ)

��P(HO, �)

+3%0� �P(�H4
O + (� � �)H*

O, µ) � ��P(H*
O, �)
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+��
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O, µ) � ��P(H*
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• Good? Okay?

• What combination?

•Need to solve two QPs?

• What about non-convexity?
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• Good? Okay?

• What combination?

• Need to solve two QPs?

•What about non-convexity?
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Non-Convexity 
Strategy

If non-positive curvature in step direction:

35

, � , + �-

Unshifted Shifted
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GLOBAL 
CONVERGENCE

8LISVIQ� -J

�� J� G EVI�GSRXMRYSYWP]�HMJJIVIRXMEFPI�ERH J� G��J� ERH�G EVI�FSYRHIH�

�� \O ERH µO EVI�KIRIVEXIH�F]�XLI�EPKSVMXLQ�

XLIR�SRI�SJ�XLI�JSPPS[MRK�LSPHW�

�E
 µO = µ JSV�WSQI µ > � JSV�EPP�PEVKI O ERH�IMXLIV�IZIV]�PMQMX�TSMRX \�
SJ {\O} GSVVIWTSRHW�XS�E�//8 TSMRX�SV�MW�ER�MRJIEWMFPI�WXEXMSREV]
TSMRX�

�F
 µO � � ERH�IZIV]�PMQMX�TSMRX \� SJ {\O} MRJIEWMFPI�ERH�E�WXEXMSREV]
TSMRX�JSV QMR�[G(\)]+���

�G
 µO � �� EPP�PMQMX�TSMRXW�SJ {\O} EVI�JIEWMFPI�JSV�� ERH� [MXL /µ :=
{O : µO+� < µO}� IZIV]�PMQMX�TSMRX \� SJ {\O}O�/µ GSVVIWTSRHW�XS�E
*VMX^�.SLR�TSMRX�EX�[LMGL�XLI�1*'5 JEMPW�
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• How to generate inexact subproblem 
solutions?

• Practical success rate?

• Typical inexactness in accepted solutions?

• How many more iterations?

Numerical Questions
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Implementation

• MATLAB code, C++ version in works

• Subproblem solver: bqpd

• Test set: 307 CUTEr/AMPL problems

40
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Simulating Inexactness
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• Ideally: inexact QP solver

41
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• For now: Perturb exact solutions

• Reduction Imposed: 
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Simulating Inexactness

• Ideally: inexact QP solver

• For now: Perturb exact solutions

• Reduction Imposed: 

41

1IEWYVIH�F] �
������

�

�
µK + ,H + .�

min([G + .8H]+, I � �)
min([G + .8H]�, �)

�

�

������
� �

������

�

�
µ�J + �G�

min([G]+, I � �)
min([G]�, �)

�

�

������
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Success Rate
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Constant Value Constant Value Constant Value

 0.01, 0.1, 0.5 ⇣ 10 �,  , ✏ 0.1

� 0.2 ⌧ 10�3 � 0.01

⇠ cf. Alg. IC [42] � 0.5 ⌘, ✓, ✏
µ

10�8

✏
tol

10�6 K 1000
Table 4.1

Parameter values used in our iSQO algorithm implementation.

j = 0, 1, 2, ... such that

d := d⇤ + 0.5ju
n

, y := y⇤ + 0.5ju
m

, and ȳ := ȳ⇤ + 0.5ju
m̄

(4.2)

satisfies at least one of the tests. Using (d⇤, y⇤, ȳ⇤) without such a perturbation yields
a variant of Algorithm 2 with exact subproblem solutions, results for which we present
as a means of comparison with our iSQO routine.

The test suite comprises all 307 CUTEr [22] problems with at least one free vari-
able, with at least one general (non-bound) constraint, and for which the number of
variables and constraints sum to 200 or less1. We used AMPL [21] formulations of
these problems [1] and disabled the AMPL presolve feature to maintain the idiosyn-
crasies of each formulation.

4.2. Numerical Results. Table 4.2 compares exit status counts from iSQO
when using exact and inexact subproblem solutions. Here, it is evident that the use of
inexact subproblem solutions does not have a significant impact on the (approximately
90%) success rate, i.e., the percentage of problems that yield an “Optimal solution
found” or “Infeasible stationary point found” exit status.

Exact Inexact

 = 0.01  = 0.1  = 0.5

Optimal solution found 271 269 272 275

Infeasible stationary point found 4 3 2 2

Iteration limit reached 12 10 11 9

Subproblem solver failure 18 23 20 19
Table 4.2

iSQO exit status counts when using exact and inexact subproblem solutions.

We next assess the level of inaccuracy of the subproblem solutions computed in
iSQO, in order to illustrate that relatively inexact solutions are indeed employed
in the algorithm. Given an iterate satisfying (2.1) and a given subproblem solution
(d, y, ȳ), we calculate the residual ratio as


I

:=
k⇢

k

(d, y, ȳ, µ
k

, H 0
k

)k

k⇢(x
k

, y0
k

, ȳ0
k

, µ
k

)k
or 

I

:=
k⇢

k

(d, y, ȳ, 0, H 00
k

)k

k⇢(x
k

, y00
k

, ȳ00
k

, 0)k
, (4.3)

for the penalty or feasibility subproblems, respectively. A small 
I

value indicates a
very accurate solve. (Here, we remark that the exact solutions returned from bqpd

1The only exception is the problem dallass, which was excluded as AMPL function evaluation
errors were encountered.

27
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Measuring realized 
(induced) inexactness

43

�- :=

������

�

�
µK + ,H + %�

min([G + .8H]+, I � �)
min([G + .8H]�, �)

�

�

������

�������

�

�
µ�J + (��L)H + �G�

min([G]+, I � �)
min([G]�, �)

�

�

������

(QP residual) (NLP residual)
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Typical Inexactness
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min  
I,mean [0

, 1
0
�8

)

[1
0
�8

, 1
0
�6

)

[1
0
�6

, 1
0
�4

)

[1
0
�4

, 1
0
�3

)

[1
0
�3

, 0
.0
1)

[0
.0
1,
0.
1)

[0
.1
, 0
.5
)

[0
.5
, 1
)

[1
,1

)


I

(j
) 0.01 3.5e-03 0 2 10 7 253 0 0 0 0

0.1 2.8e-02 0 0 2 10 30 232 0 0 0

0.5 8.8e-02 0 0 2 4 23 69 179 0 0

mean  ̄
I,mean

̄
I

(j
) 0.01 7.3e-03 0 0 0 0 254 18 0 0 0

0.1 6.9e-02 0 0 0 0 0 261 13 0 0

0.5 3.5e-01 0 0 0 0 0 1 264 12 0
Table 4.3

Comparison of number of successfully solved NLPs with I(j) or ̄I(j) in the specified range.

typically yield 
I

values on the order of 10�16.) We may loosely interpret 
I

as the
smallest value of the algorithmic constant  for which a termination test would hold.

Given the jth instance in our test set, we denote by 
I

(j) the minimum of all 
I

values observed for a subproblem solution during the execution of Algorithm 2. Note
that each iteration includes as many as two 

I

values: one for the penalty subproblem
and one for the feasibility subproblem. We also use ̄

I

(j) to denote the geometric
average of these values for the jth instance. Table 4.3 lists the number of NLPs for
which 

I

(j) and ̄
I

(j) fall into di↵erent intervals. We also include the geometric
averages 

I,mean and ̄
I,mean of 

I

(j) and ̄
I

(j), respectively, to express a cumulative
measure of these values when one considers the entire test set.

It is evident from Table 4.3 that the termination tests permit non-trivial levels
of inexactness in the subproblem solutions. In particular, the distribution of 

I

(j)
shows that for a majority of the problems, 

I

(j) was within two orders of magnitude
of . The average behavior is even more encouraging, as it shows that typical 

I

values are within one order of magnitude of  in all but one case. We also observe
that ̄

I

(j) �  for a minority of the problems, indicating the acceptance of inexact
subproblem solutions that yield relatively large residuals. Together, these observations
indicate that the accepted inexact subproblem solutions are significantly di↵erent from
the exact subproblem solutions.

We now demonstrate that the use of inexact subproblem solutions does not lead
to an excessive number of additional iterations in Algorithm 2. Following [37], we
compare the iteration counts of two solvers A and B on problem j with the logarithmic
outperforming factor

rj
AB

:= � log2(iter
j

A

/iterj
B

). (4.4)

For example, the value rj
AB

= 3 means that solver A required only 1
23 of the iterations

needed by solver B. Figure 4.1 shows rj
AB

with A (resp. B) representing the inexact,
 = 0.01 case (resp. exact case) for all instances successfully solved by both solvers
with more than three iterations. It is not surprising that exact subproblem solutions
generally lead to fewer iterations, but it is encouraging to note that for all but ten
problems, the number of iterations are within a factor of two or even much fewer.

In summary, our numerical experiments demonstrate that our proposed algorithm
exhibits a promising level of reliability (in terms of successful terminations) and per-
formance (in terms of iteration counts), and that these results can be obtained without
accurate subproblem solutions.
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Fig. 4.1. Relative performance of iSQO with inexact and exact subproblem solutions measured
by rjAB . The dashed lines indicate a di↵erence in iteration counts by a factor of 2, and the direction
of the bar indicates whether the algorithm with inexact (up) or exact (down) subproblem solutions

required fewer iterations. The instances are ordered in decreasing values of |rjAB |.

5. Conclusion. In this paper, we have proposed an inexact sequential quadratic
optimization (iSQO) method for solving nonlinear constrained optimization problems.
The novel feature of the algorithm is a set of generic, loose conditions that the primal-
dual search directions must satisfy, which allow for the use of inexact subproblem
solutions obtained via any QP solver that satisfies a mild set of assumptions. We
have proved that the algorithm is well-posed in that some amount of inexactness is
allowed any time that the QP solver is initiated. We have also proved that the algo-
rithm is globally convergent to the set of first-order optimal solutions of the nonlinear
optimization problem (NLP), or at least that of the corresponding feasibility prob-
lem (FP). In particular, if the algorithm avoids infeasible stationary points and all
(feasible) limit points satisfy the MFCQ, then we have shown that all limit points
of the algorithm are KKT points for (NLP). Our numerical experiments illustrate
that the algorithm is as reliable as an algorithm that computes exact QP solutions
during every iteration, often at the expense of only a modest number of additional
iterations. These results suggest that with the computational benefits that may be
gained by terminating the QP solver early, the algorithm can o↵er overall reductions
in computational costs compared to an algorithm that employs exact QP solutions.

REFERENCES

[1] H. Y. Benson, Cute models. http://www.orfe.princeton.edu/

~

rvdb/ampl/nlmodels/cute/

index.html. [Online; accessed 17-April-2013].
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• Solver:

• is reliable

• is able to take large perturbations

• uses more QP solves

Key Numerical Results
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Concluding Remarks
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• Inexact methods: Lazily reduce residual

• Penalty steering methods: Update $mu$

• Both:Trade off more iterations to faster 
iterations

• Hopefully!! Still need an active set, 
inexact QP solver (if it exists)
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